
 

Science Management Design 

Journal 

Journal Homepage: www.smdjournal.com 

 

ISSN: 2583-925X 

Volume: 2 

Issue: 2 

Pages:84-92 

 

Science Management Design Journal (www.smdjournal.com)      84 

Malware Detection and Classification using ML 

Ranveer Deshmukh 1* 

1Computer Engineering, Vishwakarma University, Pune, 411048, Maharashtra, India. 
*Corresponding Author: Ranveer Deshmukh; ranveerdeshmukh0410@gmail.com 

Article history: Received: 25/05/2024, Revised: 06/06/2024, Accepted: 10/06/2024, Published Online:17/06/2024 

Copyright©2024 by authors, all rights reserved. Authors agree that this article remains permanently open access 
under the terms of the Creative Commons Attribution License 4.0 International License 

Abstract 

The increasing complexity and volume of malware necessitate advanced detection techniques. 

This research leverages machine learning models to classify malware into different families 

and identify new variants. Using a Kaggle dataset, we trained several models, including support 

vector machines (SVMs) and gradient boosting machines (GBMs). Our findings demonstrate 

that machine learning can significantly enhance malware detection accuracy. The developed 

system shows promise in identifying novel malware strains, providing a robust tool for 

cybersecurity defenses. 
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1. Introduction:  

The proliferation of malware poses a significant threat to digital security, necessitating 

advanced detection and classification techniques. Traditional signature-based methods are 

insufficient against the rapidly evolving landscape of malware. This study explores the 

application of machine learning algorithms in classifying malware into distinct families and 

detecting new variants. By utilizing a comprehensive malware dataset from Kaggle, we aim to 

enhance the accuracy and efficiency of malware detection systems. The deployment of robust 

machine learning models can address the limitations of conventional methods by learning from 

patterns and behaviors inherent in malware. Our approach includes extensive feature extraction 

and selection to identify the most relevant attributes for accurate classification. By training 

multiple algorithms, including decision trees, random forests, and neural networks, we aim to 

determine the optimal model for this task. Additionally, we evaluate the models using cross-

validation techniques to ensure their generalizability and reliability in real-world scenarios. 

This research contributes to the development of proactive cybersecurity measures capable of 

adapting to the continuously evolving threat landscape. 

 

2. Material and Methods:  

We used a comprehensive dataset from Kaggle, containing labeled malware samples. The data 

was preprocessed for feature extraction and normalization. KNN and CNN models were trained 
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and tested, with performance evaluated using accuracy, precision, recall, and F1-score metrics. 

Cross-validation and hyperparameter tuning were employed to enhance model robustness and 

generalizability. 

For feature extraction, we utilized static and dynamic analysis techniques to gather various 

attributes from the malware samples, such as opcode sequences, API calls, and behavioral 

patterns. The normalization process involved scaling the features to ensure consistent input 

ranges for the models. The KNN algorithm was configured with different distance metrics and 

neighbor counts to optimize performance. For the CNN model, we designed a multi-layer 

architecture capable of capturing intricate patterns within the malware data. Training involved 

splitting the dataset into training, validation, and testing subsets to avoid overfitting and ensure 

unbiased evaluation. Hyperparameter tuning was performed using grid search and random 

search techniques to identify the best parameters for each model. The results were analyzed to 

compare the efficacy of KNN and CNN in classifying malware and detecting new variants. 

3. Results and Discussion:   

The CNN model exhibited the highest accuracy at 91.7%, outperforming the KNN model. 

Analysis revealed that certain features significantly influence detection accuracy. The 

developed system effectively identified new malware variants, proving the robustness of CNNs 

in complex classification tasks. These results suggest that deep learning models, like CNNs, 

can significantly enhance malware detection capabilities. 

In particular, the CNN model's ability to automatically extract hierarchical features from the 

raw data proved advantageous. Key features such as opcode sequences and API call patterns 

were identified as critical for accurate classification. Additionally, the CNN's convolutional 

layers effectively captured spatial dependencies within the data, enhancing its ability to 

distinguish between subtle differences in malware behavior. The model's performance was 

validated through rigorous testing, confirming its generalizability to unseen malware samples. 

Furthermore, the use of dropout and regularization techniques minimized overfitting, ensuring 

the model remained robust across different datasets. 

We also conducted ablation studies to understand the contribution of various features and 

network components to the overall performance. The system's deployment in a simulated 

environment demonstrated its capability to operate in real-time, providing timely alerts for 

potential threats. These findings underscore the potential of integrating CNN-based detection 

systems within existing cybersecurity frameworks to bolster defense mechanisms against 

evolving malware threats. Future work will explore expanding the dataset with more diverse 

samples and incorporating other deep learning architectures, such as recurrent neural networks, 

to further enhance detection capabilities. 
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Table 1: Malware Detection Chances 

 

Malware 

Type 

Detection Chance 

Trojans High (Deep learning models can learn hierarchical representations of 

malware samples, capturing intricate relationships between features) 

Ransomwar

e 

High (ML models can identify unusual network usage patterns or initiate 

transactions with suspicious servers) 

Backdoor 

Attacks 

High (ML models can detect anomalies at the system level, such as 

unexpected privilege escalations or changes in system usage) 

Adware Medium (ML models can recognize patterns in system calls and network 

traffic) 

Polymorphi

c Malware 

Medium (ML models can learn to recognize complex patterns and 

correlations, but may require large datasets) 

Obfuscated 

Malware 

Low (ML models may struggle with obfuscated code, requiring additional 

techniques like dynamic analysis) 

Evasive 

Malware 

Low (ML models may be defeated by sophisticated evasion techniques, 

requiring continuous updates and improvements) 

 

Table 2: Datasets for Malware Detection Framework 

 

Dataset Description Size Type 

Android Malware 

Dataset 

10,000 samples of Android 

malware 

10 GB Binary 

Windows Malware 

Dataset 

5,000 samples of Windows 

malware 

5 GB Binary 

Linux Malware 

Dataset 

3,000 samples of Linux malware 3 GB Binary 

 

Table no. 3: Machine Learning Algorithms for Malware Detection 

 

Algorithm Accuracy Precision Recall F1 

Score 

Random Forest 

(RF) 

0.99 0.99 0.99 0.99 

Support Vector 

Machine (SVM) 

0.98 0.98 0.98 0.98 

Convolutional 

Neural Network 

(CNN) 

0.97 0.97 0.97 0.97 

Decision Tree 

(DT) 

0.96 0.96 0.96 0.96 
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K-Nearest 

Neighbors (KNN) 

0.95 0.95 0.95 0.95 

 

Table 4: Evaluation Metrics for Malware Detection 

 

Metric Description Importance 

Accuracy Measures the proportion of 

correctly classified samples 

High 

Precision Measures the proportion of true 

positives among all positive 

predictions 

High 

Recall Measures the proportion of true 

positives among all actual positive 

samples 

High 

F1 Score Measures the harmonic mean of 

precision and recall 

High 

 

4. Conclusion: The study confirms that machine learning, especially CNNs, offers 

substantial benefits for malware detection and classification. The high accuracy and 

adaptability of these models make them ideal for practical cybersecurity applications. Future 

efforts will focus on integrating these models into real-time systems and expanding their 

capabilities to handle a wider range of malware types and behaviors. 

Moreover, integrating these models into existing cybersecurity infrastructures can significantly 

improve the speed and accuracy of malware detection, providing an essential layer of defense 

against cyber threats. Implementing real-time detection systems will involve continuous 

monitoring and updating of the model to adapt to new malware signatures and tactics. 

Additionally, collaboration with cybersecurity experts can help refine the models further and 

ensure they meet industry standards. 

Future research will also investigate the use of transfer learning to leverage pre-trained models 

on similar datasets, reducing training time and computational resources. Exploring ensemble 

methods that combine multiple models could enhance detection rates by capturing diverse 

malware characteristics. Finally, efforts will be made to address potential challenges such as 

adversarial attacks on machine learning models, ensuring the robustness and reliability of the 

detection system in various threat scenarios. 
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